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Introduction:





	The history of matrices can be traced back as far as the fourth century BC.  However, the subject did not develop much until the 17th century.  Many mathematicians and philosophers, such as Ferdinand Eisenstein and Johann Gauss, contributed to this development.  However, it was James Sylvester and Aurthur Cayley who first used the term “matrix” in 1850.  A few years later, Cayley would go on to publish Memoir on the theory of matrices “which contained the first abstract definition for a matrix” (*, 1996).  In this paper he also shows that “linear transformations are special cases of his general concept” (*, 1996).  Presently, linear transformations are used as a “special kind” of function to transform matrices which contain an array of vectors.  This has proved to be a useful tool when coding information.  For example, imagine you are sending someone a letter containing a series of number sets which are needed to log on to a top secret computer network.  If the code ended up in the wrong hands, the outcome might be disastrous.  However, if a linear transformation was used to encode the number set, possible interceptors would not know what to make of it!  The intended receiver of the letter could then decode the number set and access the computer.





Problem:





	Suppose that in your letter you mailed, you included the original numbers as well as the corresponding coded numbers for the first four numbers of the password.  Also, to try and further complicate the issue for any unintended recipients you use a transformation which codes a set of two numbers into a set of three numbers.  Is it possible for the recipient to decode it?  Could anyone decode it?  Suppose the letter looked like this:





Dear Agent 002:





The coded log on password is [1, -1, 2] [3, 0, -2] [4, 6, 8] ...





The first two decoded sets are [3,-5] [-1, 2]





Solution:





	In order to analyze and solve this problem, it would be helpful to put it into matrix form. Thus, the numbers would be placed in columns rather than rows.  The decoded numbers would be the input or domain, and the encoded numbers would be the output or codomain.  We are trying to solve for the function which does the transformation of the numbers.  Picture the decoded numbers as being fed into a machine which pops out encoded numbers.  We need to figure out the mechanism by which the machine encodes the numbers so that we can decode them.  To do this, we start by writing the numbers in columns using matrices.  Our numbers would look like this:
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We want to find a linear transformation (T) for which these two transformations are equal, then we can decode any number sets ([X1, X2]).  By the definition of a linear transformation, we know that T(x) = A(x), with x being a vector in the domain of R2.   The vector x will be written as a matrix:
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We must then solve for A in order to determine what matrix is being used to encode the password numbers.  Because the numbers are being transformed from a series of two numbers into a series of three numbers, the codomain is written as y, with y being a vector in the codomain R3.  The next step is to plug in the two password numbers into this equation.  Thus:
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We must now solve for A.  Remember, A represents a matrix satisfying the transformation equation above.  In order to assign arbitrary variables, we must determine the size (how many rows and columns) of the matrix.  Our input matrix is a 2x1 matrix, and our output matrix is a 3x1 matrix.  So A has to be a matrix which can be multiplied by a 2x1 matrix and result in a 3x1 matrix.  By the definition of matrix multiplication, in order to definitively multiply two matrices, the number of columns of the first matrix must equal the number of rows of the second matrix.  In addition, the second part of the definition states that the product of two matrices will be a matrix containing a number of columns equal to the number of columns in the first matrix, and a number of rows equal to the number of rows contained by the second matrix. Thus, we know that x is a 2x1 matrix and y is a 3x1 matrix, therefore, A must be a 3x2 matrix.  
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By multiplying these equations out, we get...





(3A11 + (-5A12) = 1   (                             (  -1A11 + 2A12 = 3   (


(3A21 + (-5A22) = -1  (            and          (  -1A21 + 2A22 = 0  (
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In order to solve for each variable A11, A12, A21... We must combine them and come up with a new system of equations.  For example:





[3A11 + -5A12 = 1 ]  and   [3A21 + -5A22 = -1]   and   [3A31 + -5A32 = 2 ]


[-1A11 + 2A12 = 3 ]          [-1A21 + 2A22  = 3 ]            [-1A31 + 2A32 = -2]





We can use matrices in order to solve for each variable.  By finding the reduced row echelon form (rref) of each matrix, we can obtain a numerical value for each variable.  For example, in this situation the rref of each system would like this...





[1, 0 | 17]         and          [1, 0 | -2]        and      [1, 0  | -6]


[0, 1 | 10]                         [0, 1 | -1]                    [0, 1 | -4] 





Thus, the values for A11, A12, A21, A22, A31, A32 are 17, 10, -2, -1, -6, -4 respectively.


Now, we have the values which make up the matrix A.  Now we can code any set of two numbers in x.  So to solve for any x, we take [x1, x2] and multiply it by the matrix A.  The product is a vector in R3 which looks like this:





					 [17x1 + 10x2]      [y1]


					 [-2x1  + -1x2]  =  [y2]


					 [-6x1  + -4x2]      [y3]





But how would the recipient of the letter DECODE the numbers? By plugging in the given coded numbers, and solving for the system of equations, anyone could obtain the decoded password numbers and access the computer.





Summary





	We have shown how useful linear transformations can be when coding numbers.  This example was just a simple transformation of small numbers which could possibly be used in some type of coding.  However, the possible uses of these types of transformations are endless.  One can just imagine the elaborate or complicated ways in which large sets of numbers could be encoded.  For example, a set of 300 numbers could be coded into a set of 3000 numbers.    
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